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-FOREWORD

This technical report is a product of basic research performed
under the In-house Laboratory Independent Research (ILIR) program. The
ILIR program provides to R&D centers and laboratories the financial
means to support, in addition to the regularly assigned program, work
judged to be important or promising, provided it contributes toward the,.
solution of a problem that is included within the mission assigned to
the laboratory. This research contributes toward development of new
methods for analysis of decision-making behavior, which is a major
topic of interest in the Personnel and Manpower Technical Area.,-

( SEP IDNER
chnical Director
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AN ALGORITHM FOR COMPUTERIZED ADAPTIVE DECISION ANALYSIS

BRIEF

Requirement:

To develop new methods for analysis of decision-making behavior--
specifically, new methods for (1) modeling a decision process used to
evaluate preferences for complex choice alternatives, and (2) producing
measurement scales for choice component factors and composite choice
alternatives based on the decision model.

Procedure:

Recent results in conjoint measurement theory research were applied
to develop an algorithm for minimizing the problems of redundancy and
random error in testing the additive-independence model in pair-comparisons
designs with fallible data. No provisions were made for handling the
systematic error problem or for accommodating more than two choice com-
ponent factors.

Findings:

The algorithm was tested in error-free data and in data with random
error. A reduction of approximately 44% in the number of pair-comparisons
necessary to determine all model constraints was obtained in a 5 x 5 fac-
torial design with error-free data. This reduction was decreased to 33%
when a moderate amount of random error was introduced. Various deficien-
cies in algorithm performance were noted. In general, the results showed
that this algorithm performed rather poorly.

Utilization of Findings:

This research demonstrates some limitations of a direct application
of the generalized cancellation condition for testing the additive-
independence model. Further research is required to develop an analyti-
cal approach which can ameliorate these limitations.

F
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AN ALGORITHH FOR COHPUTERIZED ADAPTIVE DECISION ANALYSIS 

INTRODUCTI ON 

General Statement of the Problem 

In Army research it is often desirable to inves tigate the nature o f 
a de cis i on p rocess used by Army personne l in making some important cho i ce. 
In many i ns tances the choice alternatives may represent composites of 
several component factors wh~ch may·be identified and considered sepa­
rately . For example , i n Army career planning research it may be o f in­
tere st to investi~ate the nature of the decision process used by officers 
in indic ating their preferences for various assignments. In this ex­
amp l e the c hoice alternatives may .be d e scribed as composite s of compone nt 
factors such as assignment l ocation (e . g. , EUROPE , CONUS) , type (e . g . , 
COHHAND , STAFF) , and duty specialty (i. e . , PRIMARY , ALTERNATE) . 

The additive-independence model (AIM) is one partie~ ar model of the 
dec ision process which has considerable appeal because of its simplicity 
in compar i son with other possible models and because of its general ap­
plica bi li ty in other substantive areas of psychology. In this model 
component factor levels are assigned specific scale values relative to 
one another . The scale values assigned to levels of a component factor 
are designated independently for each component factor. The scale value 
attached to a particu lar composite choice alternative is determined by 
summing the sca l e values assigned to levels of the component facto rs 
whic h are present in the composite . The relative mag11itude of scale 
values for composite choice alternatives serves as a basis for the pref­
erence dec isi0n . 

, 
For example , EUROPE l and CONUS = 2 may be the scale values as­

sig ned to assignment location; COHMAND = 2 and STAFF = 3 rna:' be the s c ale 
values assig ned to assignment type; and PRIMARY = 5 and ALTERNATE = l may 
be the scal e values assigned to assignment duty specialty . If an indi­
vidual uses the AIM in evaluating p r eferences for various assignments , 
the sca l e val ue attached to a PRIMARY specialty COHMAND assignment in 
EUROPE is 5 + 2 + l = 8; the scale value attached to a PRIMARY specialty 
STAFF assignment in CONUS is 5 + 3 + 2 = 10. Since the composite scale 
value for the latter choice alternati ve e xceeds the composile scale v a lue 
for the former choice a l ternative, the individual would indic ate a pre f ­
erence for the latter choice alternative . If composite s c ale values for 
the c ho i ce a lternatives are equ a l , an individual may indic ate no 
preference . 

In r esearch on the nature of a decision process two specific objec­
t ives may be identified. The first objective is to d~ velop a model of 
the decision process used to eval uate preferences f o r c omplex choic e 
alternatives. If individual differences in the deci s ion process a re 
discovered , an individual-specific mode l of the decisic 1 p rocess .may be 
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required. The second objective is to produce measurement scales for 
choice component factors and composite choice alternatives based on the 
dec ision mode l. The general purpose of this study was to investigate 
an application of recent results in conjoint meas urement theory research 
with the aim of dev e loping a new methodology for accomplishing these two 
researc h objectives. 

Specific Statement 0 f the Problem 

The conjoint measurement problem is that of obtaining measurement 
scales for component stimuli ~nd composite stimuli simultaneously based 
on a specified composition model when only the rank order of the com­
posite stimulus effects is known. The order constrain ts generate a 
finite system of homogeneous equations and inequalities in the composi­
tion model. If the specified composition model is valid, t he r esulting 
system should be consistent and measurement scales for component s t imuli 
and composite stimuli may be derived by solving the system for the un­
known parameters. In the case of the AIM , the derived measurement scales 
constitute "multidimensional ordered-metric scales" (Krantz, Luce , Suppes, 
and Tversky, 1971, Chapter 9) . 

Although conjoint measurement theory has been particularly we l l­
developed for the additive-independence composition model, practica l ap­
plications with individual subjects have been few . Three formidabl e 
problems remain to be solved for applications of con joint measurement 
theory in fallible ordinal data. First, the magnitude of the pair­
comparison task may exceed the capability of the individual subject when 
the number of composite stimuli is large. If the composite stimulus set 
contains N elements, N(N-1)/2 nontrivial pair-comparisons must be made 
to provide a complete ordering of the composite stimuli. Since t he num­
ber of pair- comparisons usually greatly exceeds the number of par ameters 
to be estDnated for the composition model, it is clear that a large amount 
of redundancy of effort is inherent in the complete pair-comparisons 
method. Second, the presence of random experimenlal error may introduce 
ordinal inversions in the ordering of composite stimuli. The result is 
an inconsistent system of equations and inequalities which provides only 
a n approximation of the latent measurement structure. Third, the possi­
ble presence of systematic error may be difficult to detect in the pres­
ence of random error. Systematic error may result when the latent compo­
sition model differs from the additive model. 

The specific purpose of this study was to develop an algorithm f or 
interactive conjoint measurement (ICM) to minimize the problems of re­
dundancy and random error for applications of additive conjoint measure­
ment theory 1n fallible ordinal data. Although the algorithm presently 
has no provision for handling the systematic error problem and is limited 
to two component factors, extensions of the algorithm to test several 
models simultaneously with multifactor composite stimuli may be possible. 
In the next section the conjoint measurement-theoretical basis for the 
algorithm is presented. The notion of a constraints matrix is defined 
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and an ICM algorithm is described. An evaluation of the performance of
the algorithm is provided in the last section.

INTERACTIVE CONJOINT MEASUREMENT

Measurement-Theoretical Basis

Let us represent component stimulus variables A and P as the finite
sets {a,b,c,....} and {p,q,r .... }, respectively, where the elements of a
set are the particular component stimuli included in an experiment. Each
composite stimulus may be represented as an element in the Cartesian
product set A x P. For example, composite stimulus (a,p) represents the

combination of stimulus component a in A with stimulus component p in P.
Suppose all possible pairs of composite stimuli are presented to a sub-
ject whose task is to indicate the preferred composite stimulus in each
pair. The experiment gives rise to a binary preference relation (de-

noted ) on A x P. The two sets of component stimuli A and P together
with the binary relation u defined on A x P constitute an empirical re-

lational structure (denoted <A, P,,)).

The empirical relational structure <A, P,> may be said to satisfy
the additive-independence model (AIM) if there exist real-valued com-

ponent stimulus-scale functions 4A on A and p on P such that the addi-
tive combination of the component stimulus-scale values preserves at
least the rank ordering of the composite stimuli for all a, b in A and

for all p, q in P:

(1) (a,p) t (b,q) iff A(a) + p(p) A (b) + #p(q).

The symbol "iff" is an abbreviation for "if and only if." Component
stimulus-scale functions OA and p map elements in sets A and P, re-
spectively, into the set of real numbers (denoted Re). When such homo-
morphisms exist, the empirical relational structure <A, P, is said
to be mapped into the numerical relational structure <Re, Re, > in the
sense that OA maps A into Re, pp maps P into Re, and % is mapped into _
defined appropriately on Re x Re. In practice, the functions OA and
Sp may be constructed by solving the finite system of homogeneous linear
equations and inequalities generated by on A x P.

In order for solutions 'A and p to exist, Scott (1964) proved that
the following conditions were necessary and sufficient:

Connectedness. Either (a,p) (b,q) or (b,q) (a,p) for all a,b
in A and for all p, q, in P.

Cancellation. For all sequences a0, al, ..., an in A, for all
sequences p0 , Pl, ..- , Pn in P, and for all permutations 7 and a of
{0, 1, ..., n), where n > 0, if for i = 1, 2, .... n (ai, Pi) "

(a (i),P ai), then (a r (0), )) (a0, p0).

3
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The connectedness axiom simply requires that all composite stimuli
must be comparable. Although the connectedness axiom may be assumed to
hold trivially in many experimental applications, its validity may be
questioned in others (Tversky, 1967; Krantz et al., 1971, p. 17). A
more general. axiomatization of the AIM which does not require connected-
ness is presented by Tversky (1967). For the purposes of this study,
the axiom is assumed to hold in the latent psychological composition

process.

Since a sequence of elements in a set may contain repetitions of
elements (as opposed to a subset of elements which may not contain repe-
titions), the cancellation axiom actually defines a countably infinite
set of cancellation axioms indexed by n. Each nth-order cancellation
axiom asserts that n inequalities imply an additional inequality via
the AIM provided that identical terms may be canceled from each side of
the inequalities until only one term from each component stimulus set
remains on each side (Krantz et al., 1971, p. 427). Thus, if the nth-
order cancellation axiom fails from some n, than a fortiori the mth-order
cancellation axioms must also fail for all m > n. Similarly, if the
nth-order cancellation axiom holds for some n, then a fortiori the mth-
order cancellation axioms must hold for all m < n.

The 1CM algorithm used in this study was based on testing successive
cancellation axioms (i.e., n = 1, 2, ... ). The algorithm minimized the
redundancy problem by selecting for presentation to the subject only those
composite stimulus pairs which are critical for determining AIM constraints.
All other (redundant) constraints were derived via the AIM from knowledge
of previously obtained ordinal constraints. The algorithm minimized the
random error problem by detecting ordinal inconsistencies in real-time
and attempting to rectify the discrepancies by repeating critically im-
portant pair-comparisons. An extension of the 1CM algorithm based on
Tversky's (1967) irreflexivity axiom may be possible for testing multi-
factor polynomial composition models of specified degree.

Constraints Matrix

A central concept in the development of the 1CM algorithm is the
notion of a constraints matrix which indicates the preference relation-
ships among composite choice alternatives. A constraints matrix de-
scribes the empirical binary preference relation defined over the Car-
tesian product-set A x P. If the row composite stimulus is preferred to
the column composite stimulus, enter "+" in the matrix. If the column
composite stimulus is preferred to the row composite stimulus, enter

~-'in the matrix. If no preference is indicated between the two com-
posite stimuli, enter "0" in the matrix. A constraints matrix is skew-
symmetric with zeroes along the main diagonal. Thus, the matrix contains
M =N(N-l)/2 nontrivial terms, where N is the number of elements in the
Cartesian product-set. A total of 3M constraints matrices may exist for
a specified Cartesian product-set. some of these matrices may be fit
with an additive model, while others may not.

44



In order to illustrate the concept of a constraints matrix, let us
consider the simplest case of a 2 x 2 factorial design. The following
two sets of levels of component factors may be considered:

Assignment = (a, b) = {COMMAND, STAFF)

and

Place = {p, q} = fEUROPE, CONUS).

The corresponding Cartesian product-set is given by

A x P = {(a,p) , (a,q) , (b,p) , (b,q) },

where

(a,p) = ap = COMMAND assignment in EUROPE,
(a,q) = aq = COMMAND assignmdnt in CONUS,
(b,p) = bp = STAFF assignment in EUROPE,
(b,q) = bq = STAFF assignment in CONUS.

An example of a constraints matrix which may be fit with an additive
model is shown in Table 1. The finite system of homogeneous linear equa-
tions and inequalities determined by this constraints matrix is:

a + p - a - q < 0 or p - q < 0
a + p - b - p > 0 or a - b > 0

a + p - b - q > 0 or a - b > q - p
a + q - b - p > 0 or a - b > p - q
a + q - b - q > 0 or a - b > 0
b + p - b - q < 0 or p - q < 0.

This system may be solved for component scale values a, b, p, and q
which constitute "ordered-metric" scales (i.e., the resulting scales
have properties better than mere ordinal scales but not so good as in-
terval scales). Note the redundancy of the equations and inequalities
in the system. Only the first three constraints are necessary to com-
pletely describe the system.

An example of a constraints matrix which may not be fit with an
additive model is shown in Table 2. The finite system of homogeneous
linear equations and inequalities determined by the constraints matrix

is:

a + p - a - q < 0 or p - q < 0
a + p - b - p < 0 or a - b < 0

a + p-b - q <0 or a-b < q -p
a + q -b-p > 0 or a-b> p - q

5



a + q - b - q > 0 or a-b > 0
b + p - b - q < 0 or p - q < 0.

Note the inconsistency of the equations and inequalities in the system.
This system may not be solved for component scale values which satisfy
the AIM.

Table 1

Additive Constraints Matrix

ap aq bp bq

ap 0 - + +

aq + 0 + +

bp - - 0 -

bq - - + 0

Table 2

Nonadditive Constraints Matrix

ap aq bp bq

ap 0 - - -

aq + 0 + +

bp + - 0 -

bq + - + 0I
Algorithm Logic

The objectives of the ICM algorithm are twofold: (1) to minimize
the number of comparisons between choice alternatives required to generate
a complete constraints matrix for the AIM; and (2) to rectify discrepan-
cies from the AIM due to random error. A method of accomplishing these
objectives will be presented below.

] 6



The ICM algorithm consists of three successive stages. In the first
stage the first-order cancellation axiom is used to construct a con-
straints matrix that satisfies the first-order cancellation properties
of the AIM. In the second stage the second-order cancellation axiom is
used to construct a constraints matrix that satisfies the second-order
cancellation properties of the AIM as well as the first-order cancella-
tion properties. In the third stage the resulting constraints matrix
may be passed to a linear programming subroutine which tests the con-
straints matrix for additivity. If a solution exists, the subroutine
may generate scale values for the component factors of the composite choice
alternatives based on the AIM.

First-order cancellation conditions consist of two forms of single-
component-wise cancellation. The A-component-wise cancellation form is:

If (a,p) (a,q),

then (b,p) (b,q)

for all a, b in A and for all p, q, in P. The P-component-wise cancella-
tion form is:

If (a,p) (b,p),

then (a,q) % (b,q)

for all a, b, in A and for all p, q in P. Since the antecedent inequality
implies the conclusion inequality, only the antecedent constraint must be
ascertained by querying the subject. The conclusion constraint may be
derived since first-order cancellation is a necessary condition for the
AIM.

Second-order cancellation conditions consist of two forms of double-
component-wise cancellation. In the simple transitivity form, the A-
component and P-component of one composite stimulus in each of the two
antecedents are identical:

If (a,p) ' (bq)

and (b,q) Z (c,r),

then (a,p) > (c,r)

for all a, b, c, in A and for all p, q, r in P. In the generalized
transitivity form, the A-component and P-component of each composite
stimulus in the antecedents are different:

7
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If (a,p) ^U (b,q)

* and (b,r) . (c,p),

then (a,r) > (c,q)

for all a, b, c in A and for all p, q, r in P. Since the antecedent in-
equalities imply the conclusion inequality, only the antecedent constraints
must be ascertained by querying the subject. The conclusion constraint
may be derived since second-order cancellation is a necessary condition
for the AIM.

In the general case first- and second-order cancellation properties
are necessary but not sufficient for a constraints matrix to satisfy the

*AIM since higher-order cancellation properties which are not tested may
fail to hold. However, some recent results by Arbuckle and Larimer (1976)
indicate that the double cancellation requirement becomes stronger as the
size of the factorial design increases. For large factorial designs (e.g.,
5 x 5, 6 x 6), the study showed that the chance probability of observing
a constraints matrix which satisfies both first- and second-order cancel-
lation is very small. Since the ICM algorithm may be most useful with

large factorial designs, and since the computational requirements in test-
ing third- and fourth-order cancellation were found to require large
amounts of computer time, only the first- and second-order cancellation
tests were implemetted in the present version of the algorithm. The test
for sufficiency of the constraints matrix for the AIM may be performed by
a linear programming subroutine.

The antecedent constraints ascertained by querying the subject may

be incorrect when random error is present in an experiment. Any conclu-
sion constraints derived from cancellation conditions based on an incor-
rect antecedent constraint will also be incorrect. The ICM algorithm
must include a mechanism to detect ordinal inconsistencies in the con-
straints matrix and to rectify those discrepancies from the AIM when they
are discovered.

The mechanism for detecting ordinal inconsistencies involves simply

checking the conclusion constraint for each possible set of antecedent
constraints generated on the basis of Scott's (1964) cancellation axiom.
When a particular set of antecedent constraints implies a conclusion con-
straint, the following logic is used:

1. If no conclusion constraint has been entered in the constraints
matrix, the implied constraint is entered and the algorithm

proceeds to test the next set of antecedent constraints.

2. If the correct conclusion constraint has been entered in the
constraints matrix, the constraints are consistent and the
algorithm proceeds to test the next set of antedecent
constraints.



3. If an incorrect conclusion constraint has been entered in the
constraints matrix, an ordinal inconsistency has been detected.
An error-correction strategy must be adopted to rectify the
discrepancy from the AIM. An ordinal inconsistency detected
in this manner may stem from one of two sources: (1) one or
more of the antecedent constraints may be incorrect; (2) the
conclusion constraint may be incorrect. For the purposes of
this study, a simple error-correction strategy was adopted.
Each antecedent constraint was queried in turn until a con-
straint different from the table entry was obtained. If all
the antecedent constraints were found to correspond to the
table entries, the table value for the conclusion constraint
was changed to the derived value. Since any constraints which
were altered may have been used in previously tested conditions,
it was necessary to restart the cancellation condition testing
process from the beginning each time an ordinal inconsistency
was corrected.

The ICM algorithm logic described above was implemented on a CDC 3300
computer. A listing of the FORTRAN program is provided in the appendix.
Some internal program documentation is provided by means of comment state-
ments. Program MAIN is the driver program which initializes the algorithm
and successively calls up the first- and second-order cancellation test
subroutines CAN1 and CAN2, respectively. Subprograms ASK, OUTPUT, INDEX,
and XNORM perform a variety of utility functions as indicated by comments
in the listing. Since the linear programming subroutine LPSUB was taken

* directly from Davisson (1972), the listing is not included in the appendix.
The results of testing the first- and second-stages of the algorithm pro-
duced discouraging results, so the third-stage of the algorithm repre-

sented by LPSUB was not fully implemented.

ALGORITHM EVALUATION

Error-Free Data

The purpose of testing the ICM algorithm in error-free data was to
determine the degree of success in minimizing the redundancy problem.
In a complete pair-comparison experimental design with N composite stimuli,
M = N(N-l)/2 nontrivial pair-comparisons are made to generate a complete
constraints matrix. The degree of success in minimizing the redundancy
problem may be measured by contrasting the number of queries of the sub-
ject required by the ICM algorithm to generate a complete constraints
matrix in error-free data with the theoretical maximum number M.

A 5 x 5 factorial design was chosen for the test. The 25 composite
stimuli yield a constraints matrix with 25(25-1)/2 = 300 constraints.
The five values of each component stimulus were generated in accordance
with a random-effects model by sampling randomly from independent normal
distributions with means equal to zero and variances equal to unity. The

25 values of composite stimuli were generated in accordance with a

9
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strict additive-independence model by summing appropriate component stimu-
lus scale values. The resulting 5 x 5 matrix of composite stimuli is the
PSI matrix in the ICM algorithm computer program listing. The PSI matrix
generated for the error-free data test is shown in Figure 1.

PSI MATRIX

P N S I

A 1.3290 .4t4l .5348 .323- .6083

-0,5b55 -100864 -1.3597 -10370*1 -1,2d62

C 1.9932 1*478J 1.1990 . a 1.2725

) 1.0116 .4961 .2174 *0064 92909

.0796 -094353 -U.7146 -0.9251r -0.6411

Figure 1. PSI matrix of composite scale values.

In the first stage of the ICM algorithm, the test of first-order
cancellation required only 20 queries in order to fill in 100 constraints
in the matrix. These 100 constraints are shown as 1 or -1 above the main
diagonal in the CONSTRAINTS matrix in Figure 2. The table value of 9 in-
dicates that a constraint was neither queried nor derived in the first-
order cancellation stage. The 20 constraints which were queried in the
first-order cancellation stage are shown as 1 in the TIMES matrix in
Figure 3. The table value of 0 indicates that a constraint was not
queried in the first-order cancellation stage.

In the second stage of the ICM algorithm, the test of second-order
cancellation required 149 queries in order to fill in the remaining 200
constraints. The complete CONSTRAINTS matrix is shown in Figure 4. The
149 queries required by second-order cancellation plus the 20 queries re-
quired by first-order cancellation are shown as 1 in the TIMES matrix
in Figure 5. The table value of 0 indicates that a constraint was not
queried in either cancellation stage.

In total, 169 queries were required by the ICM algorithm to fill in

all 300 constraints for a reduction of approximately 44%. Although the
savings were substantial, more than three minutes of CDC 3300 computer
time were required to compile, load, and execute the program to implement

the first two stages of the algorithm. If the third stage of the algo-
rithm (i.e., linear programming for scaling solutions) had been imple-
mented for this test, the computer time and core memory requirements would
have been much more substantial. Thus, the computational requirements of
the ICM algorithm based on a direct application of Scott's (1964) can-
cellation condition may be considered rather excessive. A more sophisticated

10
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COmSTRAIN1S MATRIN

- r B SI as AT W' OF I MF 31 on a o C c CS CT op 00 on u So IF IU zw 9 UK '

AP * 1 1.1 1 £ 9 9 9 9 -1 9 9 9 9 1 9 9 9 9 1 9 9 9 9

&a -1 - 1 1 1 9 9 9 9 9 9 -1 9 9 9 9 1 9 9 9 9 1 1 9 9
Aft -1 0 1 -1 9 9 1 ' 9 9 9 -&oi 9 9 9 9 1 9 v IF 9 -1 IF

A* -S -1 -1 * -1 9 9 9 1 9 9 9 9 -1 9 9 9 9 1 9 9 9 9 1 9

AT -1 -1 v 1 S 9 9 v 9 1 9 9 9 9 -1 9 9 9 9 1 9 9 9 9 1

-- -- t- * t-9 0 1 1 1 A 1 9 9 -1 9 9 9 v wl_ W - - V

s 9 -1 9 9 9 -1 6 1 1 1 9 -1 9 9 9 9 -o 9 9 9 9 -1 9 9 9

n 9 9 -1 9 9 -1 -1 S 1 1 9 9 -A 9 9 9 9 -1 9 9 9 9 -1 9 9

9 9 9-t 9 -1 -1 -1 0 -1 9 9 1 -1 9 9 9 9-1 v v9 99 -1 9

61 9 9 9 9 -1 -1 -1 1 1 S 9 9 9 9 -1 9 9 9 9 -1 9 9 9 9 -A

cp 1 9 9 9 9 1 9 9 9 9 0 1 1 1 9 9 9 9 1 9 9 9 9

O9 1 9 9 9 9 I 9 9 9 -i * 1 9 1 9 9 9 1 1 9 9 9

ca 9 9 1 9 9 9 9 1 9 9 -1 -1 0 1 -1 9 9 1 9 9 9 9 1 9 9

CS 9 9 9 1 9 9 9 9 1 9 -1 -a - 0 *1 9 9 9 1 9 9 9 9 1 9

c 4 9I 9 v 1 9 9 9 9 A -a a a 9 9 9 9 1 9 9 9 9 2

OF -1 9,9 9 9 1 9 9 9 9 -1 1 9 9 9 0 1 1 1 1 1 9 9 9 9

o v -1 9 9 9 9 1 9 9 9 9 -1 9 9 9 -1 a t 1 1 9 1 9 9 9

4w 4 9 -1 9 9 9 9 1 9 9 9 9 -0 9 9 -1 -1 6 1 -1 9 9 1 9 9

D$ 9 9 9 -1 9 V 9 9 1 9 9 9 9 -a 9 -1 -1 -1 S -1 9 9 9 1 9

D v 9 9 v -1 9 9 v 9 1 9 9 9 9 -1 - t -1 1 1 S 9 9 9 9 1

eP - 9 9 9 9 ! v 9 v -1 9 9 9 9 -1 9 9 9 9 S 1 1 1 1

Ea 9 01 9 9 9- 9 a 9 9 9 -1 9 9 9 9 1 9 9 9 -1 1 1 1

Ea 9 9 01 9 9 9 9 1 9 9 9 9 -a 9 9 9 9 -1 9 9 -1 -1 a 1 -1

--- a 9 9 -1 9 9 l 9 1 v 9 9 9 -a 9 9 9 9 -1 9 -1 -1 -1 0 -1

ET 9 9 9 9 -1 9 9 9 9 A 9 9 9 ,-a 9 9 9 9 -1-1- a 1 0

Figure 2. CMSTUr i utrix after first-order c¢mwelLafiou in
error-free data.
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TI
TIMES MATRIX

WA *Q AR AS AT 1W "Ma O 85 "1 ce ce ci - CT- VP O R u gs +T-_ - -U 1t° -i

AP 0 1 1 1 1 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0

AQ 0 0 1 1 1 0 0 0 0 0 0 0 0 0 a 0 0 0 0 0 0 0 0 0 0

AR a 0 0 1 1 0 a 0 0 a 0 0 0 0 a t 0 0 v -- o 1 1 0- 0

AS 0 0 0 0 1 0 0 0 0 0 0 S 9 0 0 0 0 0 0 0 0 0 0 0 0

AT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a 0 0 0 0

OP 0 0 0 0 0 0 0 0 0 o 1 0 0 a v 1 0 0 0 O V 1 0 0 11

sQ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

BR 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a

0 0 0 0 0 0 0 0 0 0 0 SI 0 0 a U-U 0 U 0 04 -

OT 0 0 0 0 0 0 0 0 0 0 0 S 0 0 0 0 0 0 0 0 0 0 0 0 0

CD 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

CU 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

C14 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

CS 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

CT 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 a 0 0 0 0 0 0 0 0

OP 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

O 0 0 0 U 0 0 0 0 0 0 0 S 0 0 0 0 0 0 0 0 0 0 0 0 0

OR 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

(D 0 0 0 a 0 0 U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

U 0 0 0 0 0 a 0 a0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a 0

T 0 0 0 0 0 U 0 U 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

EN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ESG 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

E1T 0 0 0 0 a 0 0 0 a 0 0 a a 0 0 0 0 0 0 0 0 0 0 0 0

Figure . TIMES matrix after first order cancellation in
error-free data.
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CONSTRAINTS MATRIX

.... AT1 B1 ) A T P as DR S NT CP CQ C8 CS CT UP DQ DR aS OT EP EQ ER ES ET

aP 0 I 1 I I I I I 1 1 -I -I I I I I I

"A - 0 1 1 1 1 1 1 1 a -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 1 1 1

AS -1 --1 -1 0 -1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 1 1

AT -Ii-I I- 1 0 1 1 1 1 1 -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 1 1 1

Ap -t -1 -1 -1 .1 0 1 I 1 -1 -I - I - 1 -1 m 1 -1 "1 -1 "1 -1 1 1 1

So -1 -1 -- 1 1 0 1 1 1 1-I - 1 -1 --1 1 1-1 1- -1 1 -1 1 -1 -1

SR -a -I - -a -1 I - 1 0 1 -a -1 -1 -I - -I .1 I I-1 -1 -1 1 -1 -1 -1 -1

-S -1 -1 -t -t -1 -1 -1 -1 0 -A -1 -b -1 -1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1

CP 1 1 1 11 1 a a 1 0 a a 1 1 1 1 1 1 1 1 1 1 1

- i 1 1 " 1 1 1 a 1 --I- 1 1 -1 1 1 1 1 1 1 1 1 1 1

Cs -1 1 1 1 1 1 1 1 1 1 -1 -1 -1 1 -1 1 1 1 1 1 1 1 1 1 1

-C+---*--I I -I I I I 1 1 -1 -k1 -1 0 1 1 1 1 1 1 1 1 1 1 1

Cf I t I I I I I I I I 0 I I a I I I I I I I I I I

UP -1 1 1 1 1 1 1 1 1 1 -1 1 1 1 -1 0 1 1 1 1 1 1 1 1 1

Do -1 -I -1 a -a a 1 1 1 1 -I -1 -I -1 1 I 1 1 1 1 1 1

---- '--- I -i--- t 1 1 1-I-i 1 1 -1 1 -1 1 1 1 1 1

D -1 -1 -1 -1 -1 1 1 1 1 1 -1 -1-1 -1 -1 1 0 1 1 1 1 1

-P- -1-I " - --t 1 1 -1-1 -1-" -I-I-1 -1 1 -1 0 1 1 1 1

EQ -1 -1 -1 -1 -1 1 1 1 1 1 -1 -a -1 -! -1 -1 -1 -1 -1 -1 -1 0 1 1 1

ER -1- 1--11 1 1 11 -1 -1 -1 -1 -1 -1 -1 11 0 1 1 11

- i 1I -I -1 -1 1 1 1 1 -1 -i 1 -1 1 1 -1 -1 -1 -1 -1 -1 1 0 1
--e - -1 -1 -1 -1 -1 1 1 1 1 -1 -i -1 -1 -1 -1 -1 -1 -1 -1 -a -1 -0 1 -a

ET -1 -1 -1 -1 - a 1 a -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 0

Figure 4. CONSTRAINTS matrix after second-order cancellation
in error-free data.
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mathemati cal approach seems required to provide a more e ffi c i ent solution 
to the redundancy problem. The principal disadvantage of the present ap­
proach seems to be the inherent rigidity in c onstruc t ing the second - order 
cancellation tests based on specific sequences for test ing all a, b , c, 
in A and a ll p , q, r in P. In order to further r educe the number of 
quer~es required in the second-order cancellation stage of the a l gorithm , 
it seems necessary to abandon thi s rigid ~rocedure in favor of an a dap­
tive procedure based on the nature of all the known constraints . Just 
how to accomplish this goal in the present context o f Scott's (1964) 
cancellation condition is not c lear . Perhaps an adaptation of the gen­
eral algorithm of McClelland and Coombs (1975) may be feas ible for this 
purpose of interactive conjoint measurement. 

Data With Random Error 

The purpose of testing the I~M algorithm in data with random error 
was to determine the degree of success in minimizing the problem of ran­
dom error. This degree of success may be assessed in terms of (1) the 
~umber of additional queries required by the ICM algorithm to resolve 
dete c ted discrepancies from the AIM, ~nd (2) the extent ~o which the 
estimated constraints matrix corresponds to ~he true constraints matrix 
(i . e., the extent to which the obtained measurement structure approxi­
mates the true latent measurement structure) . 

The 5 x 5 PSI matrix of composite choice alternative scale values 
generated for the test of the ICM algorithm in error- free data was also 
used for the test of the algorithm in data with random error. Whenever 
the algorithm queried the simulated "subject," the true absolute differ­
ence in composite choice alternative scale values was perturbed by add­
ing an error component prior to ascertaining the preference relation. 
The error components were sampled independently from a normal distribu­
tion with mean equal to zero and variance equal to o~ . The error vari­
ance was set at a moderate value of . 25. 

The results of this test showed that a t otal of 200 queries were 
required to generate a co~:1lete constraints matrix which satisfied both 
first - and second-order· cancellation conditions. Thus, the 44% reduction 
obtained in error-free data was decreasea to 33% reduction in data with 
a moderate amount of random erL or . The number of querie s made for each 
pair of composite choice alte rnatives is shown in the TIMES matrix in 
Figure 6. Note that comparisons (a,r) v e rsus (a,s) and (a,q) versus (a,t) 
were made nin-~ times and eight times, respectively. The large numbers 
of queries required for these comparisons may be attributed to the sm~ll 

absolute differences in scale values (approximately .21) which make l hese 
comparisons especially sensitive to random error ( s tandard d eviation .50). 
The fact that the algorithm made repeated queries of these comparisons 
rather than queries 0f equivalent comparisons [e.g., (b,r) versus (b,s) ; 
(b,q) versus (b,t)] indicates another deficien ~y of this algorithm which 
is due to the inherent rigidity of constructing cancellation conditions 
based on spec ific sequences of elements in the component stimulus sets. 

15 



TiMES MATRiX

AP AQ AR AS AT b so8R 3 8T CP CQ C8 CS CT LP UU Uk US UT L I-E Ek ES L

P o 5 2 1 1 1 1 1 1 1 2 3 1 1 1 1 1 1 1 1 1 1 C I

AQ 0 0 1 1 8 1 U 0 0 0 1 0 1 1 1 0 0 U 0 1 0 0 0 0

AR 0 0 0 0 0O 0 0 0 1 0 T 1 1 0 D 0

AS U 0 0 0 1 0 0 0 0 00 o 0 1 1 0 0 U Q 0

AT 0 0 0 0 U U 0 0 0 0 0 0 0 0 0 1 1 0 0 0 V L U

OP 0 0 1 1 1 0 0 0 0 0 1 0 0 0 0 I I i I 1

OW J 0 11 1 1 0 0 0 0 1 0 1 1 1 1 0 1 1 1 1

e 0 1 0 1 1 0 0 0 0 - 1 1 * . 1 1 1 0 1 1 1 1 0 1 1

as 0 1 1 0 1 C 0 0 0----O I 1 0 1 1 1 1 0 1 1 1 1 G I

BY 0 l 1 1 0 0 0 0 0 0 1 1i 1 0 1 1 1 1 0 1 1 2 1 0

0 0 b 0 0 0 0 0 0 0 0 0 0 0 1 0 U 0 0 1 0 0 i U

C-P 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 I 1 1 0 1 1 1

Ci0 0 o o0 0 0 0 0 0 0 0 0 2 1 o I 0 I I I 0 1

-Cs 0 0 0 0 u U 0 0 0 0 0 0 0 0 0 2 1 2 0 1 1 1 1 o 1

CT 6 0 0 0 0 0 0 U 0 0 0 0 0 0 0 11 1 1 0 1 1 1 1 0 0

OP o0 0 0 0 0 b -00 d--0 0 0 0 00 0 0 0 1 0 0 0 0

44 - 0 0 0 0 0 0 0 0 0 0 0 0 o 0 0 0 0 0 1 0 1 1 1

DR4 0 0 0 0 0 0 U 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1

SoS 0 00 0 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 1 1 1 0 1

OT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0

rEP 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ER 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0 0 0 o 0o

t o 0 0 -0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
zs o 000o o oo o O i i o io o 0 0o 0 0 0 0 0o o

Figure 6. TIMES matrix after second-order cancellation in
_ __ d I th rnd error.
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The estimated CONSTRAINTS matrix obtained in this test is shown
in Figure 7. Note that this constraints matrix corresponds to the true
constraints matrix shown in Figure 4 with the exception of three con-
straints: (a,r) versus (d,q), (b,p) versus (e,q), and (c,r) versus
(d,p). Since perfect correspondence was not obtained, these results
imply a need to test higher-order cancellation conditions prior to
passing the constraints matrix to the linear programming third stage
of the algorithm. More than six minutes of CDC 3300 computer time were
required to compile, load, and execute the program for this test with
random error. Again, the computational requirements of the ICM algo-
rithm based on a direct application of Scott's (1964) cancellation con-
dition seem excessive. A more computationally efficient algorithm seems
required to serve as a basis for computerized adaptive model testing.

CONCLUSIONS

This study investigated an application of recent results in con-
joint measurement theory research with the aim of developing a new
methodology for (1) modeling a decision process used to evaluate pref-
erences for complex choice alternatives and (2) producing measurement
scales for choice component factors and composite choice alternatives
based on the decision model. An algorithm for interactive conjoint
measurement (ICM) was developed to minimize the problems of redundancy
and random error in testing the additive-independence model (AIM) in
pair-comparisons designs with fallible data. No provisions were made
for handling the systematic error problem or for accommodating more than
two choice component factors.

The results showed that a reduction of approximately 44% in the
number of pair-comparisons necessary to determine all model constraints
was possible in a 5 x 5 factorial design with error-free data. This re-
duction was decreased to 33% when a moderate amount of random error was
introduced. Although only first- and second-order cancellation condi-
tions were built into the algorithm for this test, the test in error-free
data required more than three minutes of computer time and the test in
data with a moderate amount of random error required more than 6 minutes
of computer time. The main conclusion from the study was that the ICM
algorithm based on a direct application of Scott's (1964) cancellation
axiom performs rather poorly, and that a more computationally efficient
algorithm seems required to serve as a basis for computerized adaptive
model testing.

17
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CONSTRAINTS MATRIX .....

AP AQ AR AS AT OP 8V bR bS OT CP CO CS C CT OP OQ DR US OT LP EQ ER ES ET

AP 0o 1 1- 1 11 1 1 1 01 -1 1 1 1 1 1 1 1 1 1 1

-I ~~~AQ -1 0 1i 1 --- ~ 1-- i i a a
AR-i-1 0 1-1 1 1 1 1 -1-1-1-1 -1 -1-1 1 1 1 1 1 1 1

AS.--1 -1 0 -1 1 1 1 1 1 -1 -1 -1-1 -1-1 -1 1 1 j 1 1 1 1 1
AT -1 -1 1 10 1 1 1 1 1 -1 - -' -1 -1 -- 1 1 1 1 1 1 1 1 1 1

OP -1. -1 -1 -1 -1 0 1 1 1 1 -1 -I -1 -1 -1 -1 -i -1 -1 -1 -1 1 1 1 1

AT - 1 -I - 1 - 1 -1 - 1 0 1 I - - -L - 1 - - -1 - - - 1 1 -1 - -1

CP1- 1-1- - 1 - 1 - 1 -1 1 1 - -1 -1 -1 -1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1

c5 .1 - 1 - -1 - -1 -1 -1 1 -1 -1 -0 .1 -1 -1 -1 -1 -1 1 -1 1 -1 -1 1 1

8 CA-I -1 -1 1 1 -1 1 1 01-1-01 0 1-1- 1 -1 1 -1 1 1 -1 -1 -1 -1

CS€-1 1 1 1 1 1 1 1 1-011 1 1-11 1 i 1 1 1 1 1 1 1

Cf-i 1 1 1 1 1 1 1 1 1-1-0 1 1 0 1 1 1 1 1 1 1 1 1 1

Co -1 1 1 1 1 1 1 1 1 1 -1 01 1 1 1 1 1 1 1 1 1 1 1 1 1

GO - 1 1 1 1 1 1-1-1-1.0-1-1 1 1 1 1 1 1 1 1 1

Ol-11 1 1 1 1 1 1 -1 1-1-1 -1-11 1 -1 1 1 1 1 1

Do -1 -1 1 1 -1 1 1 a I 1 -1 -1 -1 -1 -1 -1 0 1 1 1 1 1 1 1 1

OD -1 -1 -1 -1 -1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 1 1 " 1 1 1 1 1

Of -1 -1 -1 -1 -1 1 1 1 1 1 -1 -1 -1 - -1 --1 -1 -1 1 -1 .0 1 1 1 1
EP -1 -1 -1 -1 -1 .1 1 1 1 1 -1" 1- 1-1" 1 1-1 II1 1 1

EQ -1 -1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 *1 0 1 1 1

ER -1 -1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1. -1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 -1

ES -1 -1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1 1 *1 1 -1 -1 -! *1 -I -1 0 -1
*ET -1-11-11-1 -1 1 1 1 1-11 i-1 -1.101-1 1 - 1 -1-1 1 1 0

Figure 7. CUSIM3ATS matrix after second-order cancellatioa
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APPENDIX

,4SFORTRAN (4*3) / MSUS So5.1s7 AG 0

PROGRAM 4AIN
DIMENSIDI RUWA(b),COLP(b)9ITE4C?)
INTEGLR CONMAT,TIMESgSUMIT
INTEGERI APtFLAG
CHARACTER AAPPAST
COMMON /DATA/ NiANAMINAM2,NAM3,NAM4NPNPM,NP42,NPM3NP14,

IA (5) P (5) ,FLAGAA (5) ,PP (5) ,AST ,PSI (5,5) ,CONt4AT (625) ,TIMES (6'd5) SE

29IX

C INITIALIZATIONS
C

AA(1 =21
AA(2) = 2203
AA(3) = 23B
AA(4) = 483
AA(S) z 258
PP(1) = 4713
PP(2) = 5083
PP(3) a 5113
PP(4) =s?
PP (5). =638
AST =543
IX= 4321567
SA =1.

Sp= 1.
SE =0.
NA 5
NP 5
NAMi a NA - 1
NAM2 z NA - 2
NAM3 = NA - 3
NAM4 x NA - 4
NPM1 z=4 - 1
NPM2 = ND 2
NPM3 2 NP - 3
NPM4 = ND - 4
MAXIT = 150)
SumIT = o
FLAG = u
Do lol IzI92
ITERMI a

101 CONTINUE
I = (44)*
Do Io2 Jx19 1
CONMAT(J) = 9
TIMES(J) z=

102 CONTINUE*1 Do 103 I=1,NA
UO lInJ J=19NP
IND) a IN)EX(IJq19J)
CONMAT(IJD) z

103 CONTINUE
Do 10 I=1,NA
ROWA(I) aXNOHM(LX,0o9SA)I.104 CONTINUE
Do lob Jz1,NP 21



NSFORTRAN (4.3) / MSUS 5.1 07/25/79 PAGE 002

COLP(J) a XNORM(tX,0*,SP)
105 CONTINUE

00 106 IulNA
DO lO6 JU1,NP
PSI(IJ) a ROWA(M) + COLP(J)

106 CONTINUE
C
C TEST CANCELLATION AXIOMS
C.

201 CALL CANI
IF (FLAG .NE9 0) 60 TO 401
CALL OUTPUT (NANPSUMITITE~,PSICONMATTIMESAAPP)
CALL CAN2
IF (FLAG NE. 0) GO TO 401

301 CALL OUTPUT (NAoNPSUNMT,1TE~,PSICONMAToTIMESAAPP)
GO TO 501

401 SUMIT a SUMIT * 1
ITER(FLAG) a ITEH(FLAG) * 1
IF (SUMIT *GT. MAXIT) GO TO301
FLAG B 0
GO TO 201

S01 CONTINUE
STOP
END

'2

221
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"SFORTRAN (4.3) / MSOS 5.1 07/25/79 PAGE 001

SUBROUTIE CANI
INTEGER CONMATTIMES
INTEGER AjA29A39A4qPI9P2tP39P4
INTEGER AqP9FLAG
CHARACTER AAPP9AST
COMMON /DATA/ NANAM1,NAM2,NAM3.NAM4,NPNPMINPM2,NPM3,NPM4,'
IA(5)P(5)FLAGAA(5)tPP(5)tASTtPSI(595)tCONMAT(625),TIMES(625)'hSE

EQUIVALENCE (A(1),IA)t(A(2)tJA),(A(3)tKA)
EQUIVALENCE (P(I)vIP)9(P(2)#JP)q(P(3)9KP)

C

C CANI TESTS FIRST ORDER CANCELLATION
C

IF (NA oLTe 2 *ORo NP oLTo 2) GO TO 9999
C
C IN FIRST ORDER CANCELLATION, THE SEQUENCE LOGIC IN SCOTT*S THEOREM
C MAY BE REPLACED OY SUBSET LOGIC WITH NO LOSS OF GENERALITY AND WITH
C SUBSTANTIAL SAVINbS IN COMPUTER TIME,
C
C TEST EACH SUBSET OF 2 ELEMENTS IN A
C

IA = 0

1 IA = IA * 1
IF (IA *EQ. NA) bO TO 9'99
JA = I

2 JA = JA + I
IF (JA o3T. NA) (O TO 1
IF (IA *EQ. JA) GO TO e

C
C TEST tAC SUBSET UF 2 LLEMENTS IN P
C

IP s 0
3 IP Z IP + 1

IF (IP .EU. NP) WU TO 2
JP a IP

4 'JP 2 Jp I
IF (JP o3T. NP) GO TO 3
IF (IP ,U. JP) GO TO 4

C
C TEST EACH PERMUTATION OF ELE4ENTS IN SUdSET OF A
C

00 102 lzl,2

DO 101 J=1,2
IF (I oE3o J) GO TO 101

C
C TEST EACH (NONTRIVIAL) PERMUTATION OF ELEMENTS IN SUBSET OF P

C
ll = J
JJ= I

C
C TEST FIRST ORDER CANCELLATIOn'
C

Al 2 IA
A2 = A(I)
A3 m A(J)
A4 a JA 23
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P1: a P
P2 a P(II)
P3 u PJ)

INDi a 140EX(A1,PLA2,P2)
IORI * C3?NMAT(INL1L)
IF (IORI *EU. 9)
1CALL ASK (IORIA1,PIA29P2)
IND2 xI41EX(A39P.3,A4,ID4)
10R2 aCONMAT(INUe)
IF (I0R2 *NE, 9) Go To bi
CONMAT(1402) = LORI
IND a INDEX(A4#P4#A3rPJ)
CONMAT(I1401 -IURI
Go TO 101

51 IF (IORZ .EU. 10kl) GO TO 101
FLAG =
WRITE (61,1001) AA(A1),PP(PI),ASTAA(A2),PP(P2,,

1 AA(A3)tPP(P3)tASTgAA(A4ioPP(P4)
100i FORMAT (//(1X#2AIIXvAlIXt2A1))

WRITE (6191002) LORI102
1002 FORMAT (/1X9215)

CALL ASA~ (IORAIP1,A29'2)
IF (lOW *NE* IoHl) GO TO 9999
CONMAT(I'4D2) =IOkI
IND = INDEX(A49P49A3,P3)
CONMAT(I'JD) =-IORI
Go TO 9999

101 CONTINUE
102 CONTINUE

Go TO 4
9999 RETURN

END
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SUBROUTINE CAN2

INTEGER CONMATsTIMES
INTEGER AlA2,A3,A4,ASA6,PlP2.P3,P4,P5,P6
INTEGER APFLAb
CHARACTER AAPP9AST
COMMON /DATA/ NANAMINAMZNAM3,NAN4NPtNPMItNPM2NPM3.NPM4t

IA(5) P(S)tFLAGAA(5)tPP(5)tASTJPSI(5,5)tCONMAT(625)oTIMES(62S)tSE

EQUIVALENCE (A()I~tA)t(A(2)9JA)q(A(3)tKA)

EQUIVALENCE (P(1),IP)9(P(2)vJP)9(P(3),KP)

C CAN2 TESTS SECONU ORDER CANCELLATION
C

IF (NA i., 3 *OR, NP oLT. 3) GO TO 9999
C
C TEST EACH (NONREPEATIN6) SEQJENCE OF 3 ELEMENTS IN A
C

IA = 0

1 IA = IA + 1
IF (JA o3T. NA) WO TO 9999
JA = 0

2 JA = JA + 1

IF (JA *GTo NA) 60 TO I
IF (JA *E . JA) 60 TOd

KA = 0
3 KA = KA + I

IF (KA oGT. NA) GO TO 2
IF (IA .Q. KA .ORo JA .EQ. KA) GO TO 3

C

C TEST EACH (NONREPEATINO) SEQJENCE OF 3 ELEMENTS IN P
C

IP = 0
4 Ip = Ip

IF (IP .37. NP) GO TO 3
Jp U5 ,JP = JP

IF (JP .3T. NP) WO TO 4
IF UP .E o JP) 6O TO b
KP = 0

6 KP = KP + 1
IF (KP *GTo NP) 5O TO b
IF (IF oE*o KP oUk. JP *EQ. KP) GO TO 6

C
C TEST EACH PERMUTATION OF ELE4ENTS IN SEQUENCE OF A
C

00 lOb 1=1,3
DO 105 J=1,3
IF (I oE~o J) GU TO 105
00 104 K.13
IF I *EQ* K oORo J ,Ewo K) 30 TO 104I C

C TEST LACH (NONTRIVIAL) PERMUTATION OF ELEMENTS IN SEQUENCE OF P
C

DO 103 II1.3
IF (1 .El. 1 oANU, 1i oEQ. 1) GO TO 103
DO 10 JJz1l3

25
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IF (11 .EQ. Jj) (i0 TO 102
IF (J *E~. 2 oAN~o JJ sEQ* 2) GO TO 102
DO 101 KK2193
IF (11 .EQ. KK *ORo JJ .EQo KK) GO TO 101
IF (K .EQ- 3 .ANU). KK .EQ- 3) GO TO 101
IF (K oE~o 1 wANUe KK .EQ. 1 9ANO. I .EQ* 3 *AND. 11 *EQ. 3)

IF (K *EQ, 2 eANUo KK *E~Q* 2 *AND. J sEQ. 3 *AND. JJ *EO. 3)
IGo To 101

C TEST SECOND ORL)ER CANCE.LLATION
C

Al =IA
A2 =A(I)
A3 =JA
A4 -A(J)
AS A(K~)
A6 = KA
P1 =IP
P2 = P(I13
P3 z JP
P4 = P(Jj)
P5 c P(KjK)
P6 = KP
INDI 2 14DEX(AlPjA29P2)
IDRI a C3NMAT(INU1)
IF (IDR1 oEU. 9)
1CALL ASK (IOHIAl9PlA29P2)
IND2 UNEX(A3vP3qA4Ip43
IOR2 z CONMAT(INUi2)
IF (I0R2 oEU9 9)
1CALL ASK (IOR29A3,P3,A49P4)
IF (IOR2 oNEo lORI,) Go TO. 101
IN03 z I4OEMA5vP~,A6,Pb)
10R3 - CONMAT(INU3)
IF (IUR3 9NE. 9) (i0 TO 51
CONMAT(1N03) z 10R2
IND z INDEX(A69PbA59Pb)
CONMAT(I1ID) = -10R2
Go TO 101

51 IF (I0H3 oE(J. 10HZ) GO TO 101
FLG =

vWRITE (6191001) AA(Al) ,gPP(Pl) ,ASTAA(A2) ,PP(P2),
I AA(A3)OPP(P3)IASTAA(A4),PP(P4),

AA(A5)9P'P(P5)9ASTAAIA6)OPP(P6)
1001 FORMAT (//U1X92AI1X9A191XZA1W)

WRITE (6191002) IOR19IUN29IOR3
1002 FORMAT (/1X9315)

CALL ASK IIOR9A1,P1,A29P2)
IF (IOR *NE. IORL) 60 TO 9999
CALL ASK (1OR9A39V39A49'4)
IF (JOe .NEo IORe) GO TO 9999
CONMAT(14.3) a IH2
IND a IN)EX(A69PbvASP5)
CONMAT(14DO) x -IUR2
Go TO 9999 26
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101 CONTINUE
J102 CONTINUE

103 CONTINUE
104 CONTINUE
105 CONTINUE
106 CONTINUE

Go To 6
9999 RETURN

END

27
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SUBROUT14E ASK (IORoIJtKtL)
INTEGER APqFLAG
INTEGER CONMAT, TIMES
CHARACTER AAPPAST
COMMON /DATA/ NANAM1,NAM2,NAM3,NAM4,NP9NPM1,NPM42,NPM39NPM49

JA5V(5) FLAGAA (5) PP (5) AST ,PSI (595) ,CCNMAT (625)9 TIMES (625) .SE

2,IX
C
C ASK QUERIES THE sUBJLCr CONCERNING THE PREFERENCE RELATION

C FOR STIMJLUS (1,J) RELATIVE ro SIMULUS (KL).
C

PREF a PSI(IJ) - PSI (KtL)
PREF a PREF # XNOHM(1X9O.09SE)
IF (PREF) 19293

1 bOR = -1
GO TO4

2 IOR = 0
Go TO 4

3 IOR = I
4 CONTINUE

IND = INDEX(IJKqL)
CONMAICIND) x IOR
TIMES(IND) zTIMESCINO) *1
IND = INDEX(KtLglgJ)
CONMAT(IJu) -IUR
RETURN
END

28
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SUBROUT1~4E OUTPUT (NANPSIJMIT, TERPS1,CONMATTIMESAAPP)
DIMENS104 ITER(2),PSI(595)
INTEGER SUMITCONMAT(beb)9Tl(ES(625),TEMP(595)
CHARACTER AA(5)tPP(5)

C
C OUTPUT ITERATIONS
C

WRITE (6191001) SUMIT, (ITER(I),I=192)
1001 FORMAT dlHl//1IH ITERATIONS

I //6H SUmITteX,13
2 /b ITER1,2X913

3 //6Ht ITER2,eX913)

C OUTPUT CONSTRAINTS MATRIX

WRITE (6191002) ((AA(I)9PPCJ)vj=1,NP),121,NA)

DO 101 I=1,NA
DO 101 J=1,NP
Do 1 K=lNA
0O 1 L=19NP
IND = INDEX(IjKgL)
TEMP(IL) = CONMAT(IND)

1 'CONTINUE
WRITE (6191003) AA(I),PP(J),((TEMP(KL)L1,NP),K=1,NA)

1003 FORMAT (/2A,2Al,2X925(1292X))
101 CONTINUE
C
C OUTPUT TIMES MATHLX
C

WRITE (6191004) ((AA(I)9PPCJ)9J.1,NP)qI1,9NA)
1004 FORMAT (1HI//13H TIMES MATRIX//6X925(2A1,2X))

Do 102 I=1,NA
DO 102 J=1,NP
DO 2 K=1,NA
(JO 2 L=1,NP
IND = INOEX(1,JtKtL)
TEMP(K9L) =TIMES(IND)

V CONTINUE -

WRITE (6191003) AA(I),PIe(J),((TEMP(KL),L=1,NP),K=1,NA)
102 CONTINUE
C
C OUTPUT PSI MATRIX
C

WRITE (61,1005) (PP(J),JxlNP)
1005 FORMAT (1H1//11H PSI MATRIX//bX,5(5X*A1,4X))

Do 1o3 1=1,NA
WRITE (61v1006) AA(I),(PSI(IJ),J:1,NP)

10OA FORMAT (/3XAl,2X95F10.4)
103 CONTINUE

RFTURN
ENO

29
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FUNCTION INUEX(lgJIKL)
COMMON /DATA/ t4,LUUM(4),N

C
C INDEx cO4PuTES THE LOCATION OF ELEMENT (IvJK,LI IN A LINEAR
C F()UR-t0MENSIONAL ARRAYV OF SIZE (NNNN)o
C

INDEx I *(J-13*M + (K-1)*NON *(L-1)#4*N*M
RETURN
END

30
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FUNCTION XNORM(IXtXMtXS)

C
C XNORM CO4PUTES A NORMALLY DISTRIBUTED RkNDOM VARIABLE wITH
C MEAN XM AND STANUARD DEVIATION XS.
C

XNORM = 0.
DO 101 1=1,12
IY = Ix 0 4093
IF (IY) 1292

I IY = IY + 838b607 + I
2 YFL = IY

YFL = YFL O.119209LE-U6
Ix = ly
XNORM = XNORM * YFL

101 CONTINUE
XNORM = (XNORM - b.) * AS * AM
RETURN
END

31
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